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This supplement provides detailed description on computational methods used in the work, consisting of mainly four parts:
1) mining frequent subgraph-subsequence pairs (Section 1), 2) evaluating the significance of generated substructure pairs
(Section 2), 3) generating the GRASP fingerprint of an arbitrary given compound-protein pair (Section 3), and 4) comparing
two compound-protein pairs in terms of GRASP fingerprints (Section 4).

1 Mining frequent subgraph-subsequence pairs

We represent drug-target (or compound-protein) pairs by graph-sequence pairs. An essential task in the work is to find
subgraph-subsequence pairs, which significantly occur in drug-target pairs, comparing to non-interacting pairs. For this
problem, our algorithm has two key steps: (1) We enumerate all subgraph-subsequence pairs frequently occurring in drug-
target pairs, and (2) we evaluate the significance of frequent subgraph-subsequence pairs. We describe (1) in this section,
while (2) is described in the next section.

1.1 Mining frequent patterns

We start with a general but intuitive explanation on terms used throughout this document. A database is a set of instances,
such as itemsets, sequences, trees and graphs. Given a database, say a database on graphs, the support of a subgraph is the
number of graphs in the database having this subgraph. A frequent pattern is a subgraph, which occurs in at least o graphs
for a given threshold o, which we call the minimum support. That is, the support of a frequent subgraph is larger than or
equal to the minimum support. In the work, we focus on graph-sequence pairs and here give notations for graph-sequence
pairs.

Definition 1 (Support). Let G and S be a set of graphs and a set of sequences, respectively. For subgraph g, the support
of g in G, denoted by support(g|G), is defined as the number of graphs in G containing g. Similarly, for subsequence s, the
support of s in S, denoted by support(s|S), is defined as the number of sequences in S containing s.

Definition 2 (Instances and marginal support). Let Q be a set of graph-sequence pairs. For a subgraph-subsequence pair
(9, s), the pairs in Q containing (g, s) are called the instances of (g, s) in Q, denoted by Q(, ) := {(G,5) € Qg C G,s C S}.
The support of (g, s) in Q, denoted by support((g, $)|Q), is defined as the size of instances in Q containing (g, s)

support((g, $)|Q) = |Q(y.)| = {(G.9) € Q| g C G5 C S}.

The marginal support of g in Q, denoted by support((g, *)|Q), is defined as [{(G,S) € Q | g € G}|, and that of s in Q,
denoted by support((*,s)|Q), is defined by |{(G,S) € Q| s € S}|.

Definition 3. (Bipartite-graph representation and marginal sets) A set Q of graph-sequence pairs can be represented as
a bipartite graph (Q,G,S) with two node sets G and S and edge set Q. The two sets G and S can be determined directly
from Q as the minimum sets Gg := {G | (G, S) € Q} and Sg := {5 | (G, S) € Q}. We call Gg and Sg marginal sets from
Q.

Remark 1. Note that support(g|Go) and support((g, *)|Q) are different quantities since G can contain g multiple times in
Q. We can compute support(g|Gg) from graph set G only, whereas support((g, *)|Q) requires pair set Q. The same holds
true for support(s|Sg) and support((x, )| Q).

Remark 2. In bipartite graph (Q,Gg,Sg), marginal support support((g, *)|Q) equals to the sum of degrees of nodes {G €
Golg € G}. Similarly marginal support support((*, s)|Q) equals to the sum of degrees of nodes {S € Sg|s C S}.



Definition 4 (Frequent subgraph-subsequence pairs). Given minimum support o and a set of graph-sequence pairs Q,
frequent subgraph-subsequence pairs F are all subgraph-subsequence pairs, each with a support which is not less than o,
that is, formally defined by F := {(g,s) | support((g,s)|Q) > o}. A subgraph-subsequence pair, which is not in F, is
infrequent.

1.2 Pattern-growth approach for mining frequent patterns

If a trivial, brute-force approach is taken for mining frequent patterns, a serious problem is efficiency, and so we need
to develop a time-efficient algorithm. Key factors for efficiency are (1) optimizing the order of patterns to be explored,
(2) minimizing the time interval from one pattern to the next, and (3) eliminating redundant search without overlooking
frequent patterns. One important point to consider these factors is that patterns, such as subgraphs and subsequences, often
contain smaller patterns, which are simply redundant. This inclusive relation, which can be summarized into an idea called
“downward closure” property, can be considered to make a brute-force algorithm efficient.

Proposition 1 (Downward closure). If a pattern P contains any smaller infrequent patterns, then P is infrequent.

This property naturally leads to a so-called pattern-growth approach: we start with smallest patterns and extend to
larger patterns, and during this process if we find an infrequent pattern, then we do not need to extend it more because of
the downward closure property. More concretely, for graphs, we start with all possible graphs with one edge and for each of
them, you do not have to extend it if it is an infrequent subgraph; otherwise you can add an edge to extend. This pattern
growth procedure forms a hierarchy, which can be represented in a rooted ordered tree (Fig. 1b), called an ‘enumeration
tree’. The null pattern is on the root, subgraphs with only one edge are on the children of the root. A subgraph with a larger
number of edges are on the nodes in a deeper level. Note that the support of a subgraph is monotonically decreasing with
increasing the size of the subgraph, meaning a subgraph on a deeper level with a smaller support. The enumeration tree
is a spanning tree on all frequent subgraphs, each node corresponding to a frequent subgraph in a one-to-one manner. By
traversing this tree as a search space, all subgraphs can be enumerated completely without any duplication. This tree-shaped
search space thus ensures the uniqueness and completeness on searching frequent subgraphs. This can be applied to other
frequent patterns, say subsequences, for which an enumeration tree can be represented as in Fig. 1la.

Proposition 2 (Enumeration tree). A pattern-growth approach, often implicitly, produces a rooted ordered spanning tree
on frequent patterns to be enumerated. This tree is called an enumeration tree.

/mt\ %/“’{%
NOA L T N
Aﬁ A\ EAEAS
a e con @@ﬁj P

Figure 1: Samples of enumeration trees for (a) frequent subsequences and for (b) frequent subgraphs.

Because of the nature of a tree, a node in an enumeration tree has only one parent node, which has more than one child
nodes. A pattern on a child is a larger but minimum pattern. For example, AC in Fig. 1 (a) is a longer but minimum of
A. Note that in this sense, AC can be a child of C but is exactly not a child of C in this figure. The unique parent-child
relationship in an enumeration tree depends on an individual mining algorithm, in which some order of sibling nodes is often
simply used. In Fig. 1 (a), A is prior to C, turning into that AC from A is prior to AC from C.

In recent years, enumeration algorithms based on the depth-first search by an enumeration tree have been attracting
attention due to an advantage in computational efficiency. We then used depth-first search-based algorithms for frequent
pattern mining. That is, we used the PrefixSpan algorithm [1] for building an enumeration tree of frequent subsequences
and the gSpan algorithm [2] for frequent subgraphs. Note that the original PrefixSpan algorithm allows any size of gaps in
subsequences, but we restrict to only consecutive subsequences. This is because input sequences are amino acid sequences,
which are usually long and consist of only twenty amino acids, meaning that if we allow any size of gaps, small subsequences
are likely to be frequent, by which mining subsequences in protein sequences will be infeasible in our case.

1.3 Mining frequent subgraph-subsequence pairs

The algorithm in the work solves the problem of mining frequent subgraph-subsequence pairs by implicitly combining two
enumeration trees, one for frequent subgraphs and the other for frequent subsequences. First, we consider all combinations



Figure 2: An example of the search space used in the algorithm. The search space (c) is defined as the graph product of two enumeration
trees for subsequences (a) and for subgraphs (b). It covers all possible pairs of frequent subgraphs and subsequences.

of frequent subgraphs and subsequences which can cover all frequent subgraph-subsequence pairs from the definition. The
search space for all these combinations can be defined by a product graph of two enumeration trees. For example, we
can define the search space of all subgraph-subsequence combinations by two enumeration trees first, shown in Fig. 2a and
Fig. 2b, and they can be combined into Fig. 2c, where each subgraph-subsequence pair has two parent nodes, and hence
this is no longer a tree. In this case, theoretically, we can compute the support of each subgraph-subsequence pair in a
dynamic-programming manner.

Definition 5. (Search space for subgraph-subsequence pairs) Let 75 and 75 be enumeration trees for subgraphs and
subsequences, respectively. Then all frequent subgraph-subsequence pairs F in Definition 4 are included in 74 x 75, where
X indicates a graph product.

Proposition 3 (Dynamic programming for subgraph-subsequence pairs). Let 7y and Ts be enumeration trees for frequent
subgraphs and subsequences, respectively. Theoretically, we can compute all instances of (g, s) in Q, that is, Q(y,s), for any
frequent g and s in the following recursions:

1. Q(g.s) = L(parent(g),s) N L(g,parent(s))-
2. Qo) =1{(G,5) e QlgeG}
3. Quo,.s) = {(G,5) € Qs €S}

where parent(g) represents a subgraph of the parent of a node to which g is assigned in Ty, and parent(s) represents a
subsequence of the parent of a node to which s is assigned in Ts. The Dy and Ds indicates the root nodes of Ty and Ts,
respectively.

In practice, all combinations of frequent subgraphs and subsequences can include many infrequent subgraph-subsequence
pairs, and we can also use the downward closure property on the product graph of two enumeration trees to eliminate
redundancy in enumeration. For example, if (L,C-C) at node bB in Fig. 2¢ is infrequent, patterns at nodes bD, bE, dB, eB,
dD, eD, dE and eE must be all infrequent.

Proposition 4 (Two-way downward closure for subgraph-subsequence pairs). If a subgraph-subsequence pair (g,s) is
infrequent, then all subgraph-subsequence pairs (¢',s') (where g C ¢ and s C s') are infrequent. This means that if
support((g, s)|Q) = [Qg,5)| < o, then there is no need to extend (g, s) further.

If the recursion rules in Proposition 3 are used directly, all instances explicitly need to be kept in the graph product
T4 x Ts. That is, at each node of pattern (g, s), instances Q(g’s) (which should be passed to subsequent nodes) must be
kept. This manner explicitly tends to result in a time- and space-consuming procedure, because two enumeration trees are
practically very huge. Thus our implementation passes these instances implicitly along with a depth-first traversal of the
graph product 74 x 7s by simplifying recursion rules into those in Proposition 5. This depth-first traversal, which is similar
to the gSpan and PrefixSpan algorithms, gives a practically efficient algorithm.

Proposition 5 (A simplified recursion rule). The recursion rules in Proposition 8 can be simplified to
Q(g,s) = Q(parent(g),s) N{(G,5) €Q|ge G} and Q(Qgﬁs) ={(G,5) € Q|se S}
Proof. From Qg 5) = Q(parent(g),s) N L(g,parent(s)) a1 L(g parent(s)) S L(parent(g),parent(s))> We have

Q(g,s) = Q(parent(g),s) n Q(parent(g),parent(s)) n Q(g,parent(parent(s))) = Q(parent(g),s) n Q(g,parent(parent(s)))'



By repeatedly applying this equation, we have

Q(g7s) = Q(parent(g),s) N Q(g,parent(parent(s))) = Q(parent(g),s) n Q(g,parent(parent(parent(s)))) == Q(parent(g),s) N Q(g,ﬂs)'
O

We explain an efficient way to obtain an arbitrary Q(%s) by simplified rules in Proposition 5. The algorithm first traverses
7Ts until s is found. This is implicitly done by an algorithm for mining frequent subsequences by using marginal support
support((x, s)| Q) instead of support(s|Sg), i.e. the support in marginal set Sg. When s is found, we have instances Qg s)-
Then, the algorithm starts to traverse 7y from node (&g, s), keeping instances Q. ;). When moving on from (parent(z), s)
to (,s), the algorithm can reduce instances by the first rule: Q(; o) = Q(parent(z),s) N Q(z,,) Where the extension of
parent(x) to z is considered. In this way, the algorithm traces instances Q(g7s) along with the path from Q(g)gs) to Q(g75).
Note that this holds true when g is replaced with s, since g and s are symmetric in the rules in Proposition 3. Note further
that this simplification works more if a larger enumeration tree is examined first. In reality, Proposition 5 examines s first
since 7 is expected to be larger than 74 in drug-target pairs. Note that we can see the size of 7y (7s) by traversing 74 (7s)
in terms of the marginal support in Q by applying an algorithm for mining frequent subgraphs (subsequences).

Proposition 6 (Procedure for exactly searching frequent subgraph-subsequence pairs). Using an algorithm for mining
frequent subgraphs and that for mining frequent subsequences, we can enumerate frequent subgraph-subsequence pairs as
follows.

1. Compute Q(g,gs) for all possible g using a frequent subgraph mining algorithm in terms of support((g,*)|Q).
(Build enumeration tree Ty for efficiency)

2. Start a frequent subsequence mining algorithm from (@g, Ds):
(Implicitly traverse enumeration tree Ts from the root)

For each s € Ts in a depth-first traversal order:
For each g € Ty in a depth-first traversal order:
- continue if g = Bg or s = Js.
- reduce wnstances Qg 5y by Q(g.5) = L(parent(g),s) N L(g,2.)-
- compute support((g, s)|Q) = \Q(g’sﬂ.
- break if support((g, s)|Q) < o.

Figure 3 shows a toy example of mining subgraph-subsequence pairs for the minimum support of 3. Assume that
we have 10 graph-sequence pairs numbered as 1,2,---,10, each containing corresponding subgraph-subsequence pairs as
indicated in Fig. 3. For example, only graph-sequence pairs 4 and 5 include (C-C, L) and only 6 and 7 include (C-O-O,LW).
Parent-child relationships in two enumeration trees in Figure 2 are also indicated as lines at both sides. Our purpose is to
find all frequent pairs colored in white: In this example, frequent pairs are only five: (C-O,L), (C-O,V), (C-O-C,L), (C-O-
O,L), and (C-O-0,V). The procedure in Proposition 6 first builds enumeration tree 74, which corresponds to computing
all instances in the first row of Figure 3, and then starts traversing enumeration tree 75 from the root. By traversing
7Ts in a depth-first manner, the first pattern to be found is (B,b). Instances containing (B,b) can be computed by the
intersection between Q(p ) = {1,2,3,4,5} and Q) = {4,5,6,7,8,10}, resulting in Qg4 = {4,5}. Since (B,d) is
infrequent (i.e. |Q(p )| < 3), we do not have to proceed to subsequent (D,b) and (E,b). Then, the next pattern to be
found is (C,b), which turns out to be frequent. We then move on to (F,b), since parent(F) = C. Instances Qpy) is
computed by Qppy) = Q) N Fa) = {4,5,6}. Similarly, we can compute the instances of the next pattern (G,b) by
Qe = Qow) NQa,a) = {6,7,8}. Since we traverse all nodes of 7y for b € 7s at this moment, then we proceed to the
next pattern (B, d) by traversing 75 from b to d. However, since subsequent nodes, (B, d), (C,d), (B,e), (C,e), (B,c), are
all infrequent, then the next frequent pattern to be found is (C,c¢). Then the subsequent (F,c) and (G, c) are evaluated in
this order, and we found that (F, c) is infrequent but (G, c) is frequent. Then, we have no nodes to proceed in 74 x 75, and
the procedure is terminated. Finally we obtain all five frequent patterns (C,b), (F,b), (G,b), (C,c), and (G, ¢) in this order.

2 Evaluating significance of subgraph-subsequence pairs

The goal of the algorithm in the work has two steps: (1) Enumerating all subgraph-subsequence pairs frequently occurring
in drug-target pairs. (2) Evaluating the significance of each frequent substructure pair. We describe (2) in this section.

More concretely, the statistical test we used in the work is the same as that for detecting ‘epistasis’ in genetics [3]. We
will describe this test as well as an efficient implementation of this test in the subsequent sections, starting with likelihood
ratio test with logistic regression.
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a 05 17283941506 12345 (456789 123 345 456 6789
b L 4§$07 45 45678 none 45 456 678
C v 78910 none 789 none none none 789
d LI 4510 45 45 none 45 45 none
e Lw 6710 none 67 none none 6 67
Figure 3: An example for searching all subgraph-subsequence pairs common in 3 or more of 10 graph-sequence pairs numbered 1,2, . . ., 10.
This table corresponds to the enumeration trees of Fig. 2a and Fig. 2b.
2.1 Likelihood ratio test using logistic regression
The probability p that an event occurs given d explanatory variables x1,z2,...,24, can be shown by logistic regression in
the following manner:
exp(n) 1
= Prob{the event occurs | z1,x2,...,24} = =
P { | 21,22, .., 24} T+ exp(y) ~ T+ exp(—r)’
where n = 0y + 0121 + -+ + 0424 is a (linear) composite variable. Note that p takes a value between zero and one
due to the logistic function, even though 7 ranges from —oo to co. Note further that this equation can be transformed
into log{p/(1 — p)} = n where Prob{the event occurs | z1,x3,...,z4}/Prob{the event does not occur | z1,x2,...,zq} =

p/(1—p).
Let Y € {0,1} be a binary response variable, where the probability of Y = 0 (and Y = 1) is modeled by

Prob{Y =0} =1 —pg(X) and Prob{Y =1} = pg(X), pg(X):%,

where 8 = (00,01,...,04) and Z = (1, X’) = (1, X1, Xo,...,Xy)". To fit this model to n instances (observations) for Y’
and X, {(y(l),w(l)), (y(Z),w(Q)), R (y("),w("))} suffices to maximize the likelihood (@) in terms of parameters 6. The

likelihood of n observations is defined by

(i (i)

09) = [T ro(@™)*"” (1 — po (a4 (1)
i=1

For subgraph-subsequence pair (g, s), we can consider two explanatory variables X; and Xg for subgraph g and sub-
sequence s, respectively, each taking 1 if an observation has the corresponding substructure; otherwise zero. We use two
logistic regression models for Y where Y = 1 for drug-target pairs (and Y = 0 for non-interacting pairs), i.e. the probability
that Y = 1:

exp(n) exp(n + 03X1X2)
Po.0-2(X1, X2) = T+ exp(n) and  pg.o-3(X1, X2) = T+ exp(y 1 03 X1 X3)
where 1 = 0y + 01 X1 + 02 X2, and the second model has interaction term 63X X2 while the first model has no interaction
terms. Parameters of these two models can be fitted by maximum likelihood estimation independently. Then, the significance
of pair (g, s) is measured by testing whether 63 = 0 is kept or not statistically. Note that this can be conducted by using the
likelihood ratio test of two maximum likelihoods 39;0_2 for pg.g.2(X1, X2) and 39;0_3 for pg.o.3(X1,X2). The test statistic
—210g(ig:0_2 / 39;0_3) follows the chi-squared distribution with one degree of freedom under the hypothesis that 3 = 0.
Thus, we can compute the p value of the observed statistic from the chi-squared distribution.

2.2 Computing likelihood ratio test numerically

We use the Newton-Raphson method to fit the logistic regression model to the data. Note that this method is a typical and
standard manner for our problem setting. Explanatory variables X1 and X, as well as response variable Y, are both binary,
thus observations for (Y, X1, X2) can take only eight possible combinations because Y € {0,1}, X; € {0,1} and X» € {0, 1},
as shown in Table la. Thus, we need to count how many times each of eight combinations occurs in given observations.

In fact, we can compute the likelihood ratio test using logistic regression from the counts of eight possible combinations:
Pyo, Po1, Pio, P11, Noo, Noi, Nig, and Ny; in Table 1. Denoting (X7 = 0, X5 = 0) by oo, the probability that xgg is



Table 1: Tables for counting eight values.

(a) model without the interaction term (b) model with the interaction term
explanatory response explanatory response
X, X | #{Y =1] | #{Y =0} X, Xo XX | #{Y =1] | #{Y =0}
o | 0 O Poo Noo Togo | 0 O 0 Pyo Noo
zo1 | O 1 FPo: No1 Towo | O 1 0 Py Noy
x| 1 0 Py Nig Ti0 | 1 0 0 Py Nig
T | 1 1 Py Niq T | 1 1 1 Py Niq

observed Ppg times (from observations with Y = 1) and Nyo times (from observations with Y = 0) can be written:

P[)() NOO

Poo (1 Noo

p(xoo) X -+ X p(xo0) X (1 — p(L0o0)) X -+ x (1 — p(x00)) = p(T00) —p(xo0))

and the entire likelihood (@) of Eq. (1) is implicitly given for binary variables Y, X1, and X» by

p(x00) 7 (1 = p(z00)) " p(z01) " (1 — p(xo1)) " p(x00) 7 (1 — p(m00)) VO p(w11) " (1 — p(m00)) V.

Thus, letting an index set be A := {00,01,10,11}, the log likelihood can be written:

L(6) :=log £(0) = log { [T pzn™a —pm))“} =" {Pylogp(xy) + Ny log(1 — p(zy))}

AEA AEA

-y {PA tog 22 4 (P4 Ny log(1 —P(CBA))},

AEA (

which means that we can compute the p value of likelihood ratio test using logistic regression by using only Pyg, Po1, Pio,
P11, Noo, No1, No1, N11. To maximize L(0) by changing 6, the Newton-Raphson method repeats the following update:

L@ 1]y — (e
L(6M]

oli+t — g% 4 (V2L(6))"'VL(O)  until ’ <e

where score VL(0) = Vlog £(0) and the Hessian matrix (asymptotic Fisher information matrix) are given as

0L(0) /000 Yoxea(Pr — (Py + Ny)p(zy))
VL(0) = |0L(9)/00, Yoaea(@1)A(Py — (Px + Nx)p(xy))
(9)/392 Yorea@2)a(Py — (Py 4 Na)p(zy))

2L(0) O*L(O) O°L(B)
39090 89091 89092
o’L(0) 9*L(9) O°L(9) d%L(0)
V2L(6) = , = Py + Ny)(xi)a(zj)ap(®y)(1 —p(xy))-
() 5660 90,0, 0616, 20,0, g\( N+ Na)(@i)a () ap(xa)( (xx))
9°L(6) 9°*L(9) H*L(M)
L 96200 9620, 9620,

Hence, the Newton-Raphson update can be written in a matrix form:
o+t — o 4 (x'W X)X (y - p), (2)

where when we use a logistic model pg.g_o(+) as p(-),

1 0 0 doo O 0 0 Pyo (Poo + Noo) pe:0-2(zoo)

1 0 1 0 dog O O Po1 (Po1 + Not) pg.o-2(xo1)
X = 5 W .= s = s = : ,

1 1 0 0 0 digo O y Py 8 (P1o + N10) pe:o-2(x10)

1 1 1 0 0 0 din Py (P11 + N11) po:o-2(11)



doo = (Poo + Noo) Pe:0-2(T00) (1 — pg.0-2(x00))s do1 = (Po1 + No1) pe:o-2(x01)(1 — pg.o-2(x01)),
d1o = (P1o + N10) pe:o-2(x10) (1 — pe:o-2(x10)), di1 = (P11 + N11) pe:o-2(11) (1 — pg:o-2(11)),

and when we use a logistic model pg.o_3(+) as p(-),

10 00 dooo O 0 0 Poo (Poo + Noo) pe-0-3(xooo)

x.— |1 010w |0 doo O 0 S O (Por + No1) pg:0-3(010)
~11 1 0 of’ : 0 0 dioo O |’ | P’ | (Pro + N1o) po:0-3(x100) |’

1111 0 0 0 din P11 (P11 + N11) po.o-3(®111)
dooo = (Poo + Noo) pe:0-3(x000) (1 — pg:0-3(T000)), do1o = (Po1 + No1) pe:0-3(x010) (1 — pg:0-3(x010)),
dioo = (P10 + N10) Po:0-3(%100) (1 — pg.0-3(Z100)), di11 = (P11 + N11) pe:o-3(x111)(1 — pg.o-3(z111))-

The deviance for maximum likelihood 6 is defined by
D:=—2(L(#) — L")

where L* is the log likelihood by the so-called full model (or saturated model) where probabilities can be given in the
following;:

p(xoo) = _ foo__ p(zo1) = _fo p(x10) = _ fo_ p(x11) = A
Poo + Noo’ Po1 + No1’ P1p + N1g’ P11+ N1y’
resulting in that the log likelihood L* can be obtained as
Py Ny
L* = Pylog ——=— 4+ Nylog ——=— +.
Z{ A OgP)\-FN,\ R ng,\-FN)\}
AEA
The deviance thus can be written by
R . P N,
D) =2(L* — L(§)) =2- {P)\log—)‘-l-N)\log A }
(6) =27 = LO) =2 3, (P8 (e (Pr + M1~ pp(n)

2.3 Computing quantities for likelihood ratio test efficiently

In our algorithm, each time we found a frequent subgraph-subsequence pair (g, s) in Q, we evaluate the statistical significance
of (g,s) by the Newton-Raphson update in Eq. (2). So far we have shown that this computation is realized by computing
only eight values: Pyg, Po1, Pio, P11, Noo, Noi, Nio, and N1, which are shown in Table 1 for the likelihood-ratio test in
our setting. In our experiment, we used all possible combinations of drugs and targets, i.e. Gg and Sg, for non-interacting
pairs. Under this setting, we present an efficient manner of computing the counts of the eight combinations for this case.

Given subgraph-subsequence pair (g,s), set Go can be divided into graphs Gy which contain g and Gz which do not
contain g. Similarly, sequence set Sg can be divided into sequences Ss which have s and Ss which do not have s (Fig. 4).
This means that each of all graph-sequence pairs Gg X Sg can be fallen into one of the following eight types:

1. P11:={(G,S)eQ|geG,seS} 2. Ni1 Z:{(G,S)EggXSS|g€G,SES,(G,S)¢Q},
3. Por:={(G,S)€Q|g¢G,seS5}, 4. No1={(G,5) €GgoxSs|ggG,s€S (GS)¢Q},
5. P :={(G,S)€Q|geqG,s¢S}, 6. Nio:={(G,5)€GgxSs|geG,s¢S(G,S) &9},
7. Poo:={(G,5)€Qlg¢G,s¢&S}, 8.. N()o::{(G,S)EQQ><$5|9€G,8€S,(G,S)€Q}.

and from these sets, we can have Pyg = |Poo|, Po1 = |Po1l, Pio = |P1ol, P11 = |P11l, Noo = |Nool, No1 = |No1l, N1o = [Niol,
and N1 = |N11‘.

The algorithm shown in Proposition 6 first builds enumeration tree 74 for frequent subgraphs in terms of the marginal
support. For each subgraph g € 7y, we can thus compute support(g | Gg) = |Gg| and support((g, *) | Q) = P11 + Pio. Then
the algorithm traverses 7s and for each s € Ts, we choose g € 7y in a depth-first manner and test the significance of (g, s).
Thus, we have Ss and {(G,S) € Q| s C S} which is P11 + Pp1. Furthermore since we have g, if g C G, we can see that pair
(G,S) in {(G,S) € Q| s C S} is in Py1; otherwise it is in Pp;. Overall at this moment, we can have the following values
regarding pair (g, s):

L. |Ggl, |Sgl, and [Q].
2. |Gg| and |Ss|.

3. support((g,*) | Q) = P11 + Pio
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Figure 4: Division of graph sets Go and sequence sets Sg by a subgraph-subsequence pair (g, s).

4. Pj1 and Pp;.

From these values, we can compute the remaining six values: Pig, Poo, Noo, No1, Nig, N1i1-
L. Pyo = (P11 + Pio) — Pnn

. N11 = |Gg| x |Gs| — Pr1.

Nor = (|90l = 19g]) x |9s| = Pox-

- Nio = |Gg| x (ISl = 19s]) = Pro-

. Poo = Q| = Po1 — Pro — Pri1.

Noo = (|Gal — IGg1) x (ISg| — 19s]) — Poo-

o ot s W N

3 Finding substructure pairs in given graph-sequence pairs exactly
and efficiently

Once we obtained significant substructure pairs, for an arbitrary given compound-protein pair, we can generate a binary
vector where an element is 1 if the corresponding substructure pair is in the given pair; otherwise zero. We call this vector a
GRASP fingerprint, by which any compound-protein pair can be characterized by significant substructure pairs. A GRASP
fingerprint is very useful, since we can check the similarity between two compound-protein pairs by comparing their GRASP
fingerprints.

To obtain the GRASP fingerprint for a given compound-protein pair, we need to test whether or not each substructure
pair is in the given compound-protein pair. This means that we have to solve two problems: subgraph isomorphism and
subsequence (substring, exactly) matching. In the work, we used 10,000 most significant substructure pairs, meaning that we
have to solve these two problems 10,000 times for a given compound-protein pair. If you take straight-forward approaches to
solve the two problems, it is infeasible to compute GRASP fingerprints of a large-scale compound-protein pairs in a practical
computation time. In fact, in the work, we used 975,143,103 pairs (generated from 140,937 compounds and 6,919 proteins)
for which the number of combinations reaches approximately 9.5 X 10'2. We then developed an efficient approach for this
issue, considering the following four properties:

Property 1: A large-scale compound-protein pairs can be a bipartite graph. Checking all edges independently is redundant,
since a lot of edges share the same graphs or the same strings.



Property 2: Similarly, significant substructure pairs can be also given as a bipartite graph on subgraphs and subsequences.

Property 3: Subgraphs (subsequences) in significant substructure pairs often include smaller subgraphs (subsequences) in
other substructure pairs. Thus, a lot of subgraph isomorphism problems to be solved are strongly related with each
other, even if subgraphs are different. This is true of subsequences.

Property 4: We can obtain canonical representations of subgraphs and subsequences in our algorithm, meaning that a
subgraph can be represented as an ‘edge sequence’, which is called the minimum DFS code [2]. This makes our
problem easier.

Properties 1 and 2 lead us to take the following strategy: We first decompose given graph-string pairs into a set of graphs
and a set of sequences. Similarly, a set of subgraphs and a set of subsequences are generated from significant substructure
pairs. We then test whether subgraphs (subsequences) are in graphs (sequences) or not, and integrate this information by
using original two bipartite graphs on graph-sequence pairs and significant substructure pairs.

A problem in this strategy is the method to test whether subgraphs are in graphs and whether subsequences are in
sequences. Since we can use a common technique to these two cases and a graph can be represented by a minimum DFS
code, which is a sequence, we hereafter do not distinguish between graphs and sequences and explain only either of them
appropriately.

Properties 3 and 4 provide us an efficient method to solve this problem. First Property 4 implies an efficient manner to
test whether a subgraph is in a graph, since a graph can be an “edge sequence” or a minimum DFS code in some order.
That is, intuitively if the minimum DFS code of a subgraph is in the minimum DFS code of a graph, we can say that
the subgraph is in the graph. Usually this manner can be fast, since an input subgraph is generally not in a graph. Next
the minimum DFS code of Property 4 realizes the idea of Property 3. For example, assume that we have three sequences
(a,b,c,d), (a,b,c,e), (a,b,d). The most straightforward way to test whether each of these sequences is in given sequences or
not is testing these sequences one by one. However, this can be made faster by using the following idea: After being checked
by (a,b,c,d), we can skip testing the first three letters, i.e. (a,b,c), of (a,b,c,e), because (a,b,c,d) and (a,b,c,e) share (a,b,c),
i.e. a common prefix sequence. Similarly we can skip the first two letters of (a,b,d), since they are already examined. This
example is on sequences, but graphs can be edge sequences or minimum DFS codes, and so this can be exactly the case
with graphs. Note that this idea already implements Property 3. In fact, this manner can be systematically implemented
by using a compressed tree structure called ‘Patricia tree’ (or ‘Radix tree’), in which common prefix sequences of minimum
DFS codes are stored at nodes. Fig. 5 shows an example of representing given sequences by a Patricia tree. You can see
that by traversing each node of this tree only once, we can check all sequences without duplication. Note that similar to
enumeration trees, a longer sequence is at a node in a deeper level, meaning that the downward closure property works on
a Patricia tree. That is, sequences at more descendant nodes appear in a smaller number of instances.

Overall Fig. 6 shows toy examples on the entire procedure we can develop. Fig. 6a shows our problem in which the
input is two sets, i.e. graph-sequence pairs and subgraph-subsequence pairs, in the left-hand side, and the output is the
matrix in the right-hand side, where a circle shows that the corresponding graph-sequence pair has the corresponding
subgraph-subsequence pair. We first decompose the input into a set of graphs (and subgraphs) and a set of sequences (and
subsequences). We then build two Patricia trees, one for subgraphs in Fig. 6b and the other for subsequences in Fig. 6c.
Next instances are traversed over these trees as in Fig. 6d and 6e, resulting in that we can see graphs (sequences) that
contain subgraphs (subsequences). Lastly we integrate subgraphs with subsequences, according to the bipartite graph of
subgraphs and subsequences (Fig. 6f), and further map them into the bipartite graph of graphs and sequences (Fig. 6g).
We finally obtain the exact information on graph-sequence pairs which contain subgraph-subsequence pairs.

Intermediate node root
b 4 3\
2:(a,b,0)
3:(b,c,d,e)
4:(a,c,b)
5:(a,b,cef, g h)
represenied in sequences Patricia Tree for 1-5

Figure 5: An example of a Patricia tree. For example, given five sequences in the left-hand side, they are stored at nodes of the tree in the
right-hand side. Note that each sequence corresponds to a path from the root to the corresponding node.
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Figure 6: The entire procedure for matching substructure pairs to given graph-sequence pairs exactly and efficiently.



4 Finding the most similar graph-sequence pair in terms of GRASP
fingerprints exactly and efficiently

Let u be a drug-target pair and D = {uj,us,... ’UID\} be a set of drug-target pairs. For a compound-protein pair v, we are
interested in finding the pair in D that has the most similar GRASP fingerprint to v. That is, our problem here is that for
arbitrary given v, we develop an efficient manner for comparing v with v € D in terms of GRASP fingerprints.

Given n significant substructure pairs, which can be defined as a subset of {1,2,...,n}, the GRASP fingerprint of graph-
sequence pair v shows that substructure pairs contained in v. We denote the GRASP fingerprint of graph-sequence pair v
by f(g) € {1,2,...,n}. We can measure the similarity of v and v by Tanimoto coefficient (Tc) of two GRASP fingerprints
f(w) and f(v):

Te(u,) i M@ OO
|f(u) U f(v)|
In reality, this amount can be efficiently computed by (# of 1s in bit(u) A bit(v)) / (# of 1s in bit(u) V bit(v)), where bit(-)

is a vector of n bits and A and V denote bit-AND and bit-OR operations, respectively. Using these notations, finding u € D
with the most similar GRASP fingerprint to that of given v can be the following nearest neighbor search problem

0 = T . 3
@ = arg max c(u,v) (3)

Under the setting of n = 10,000, |D| = 11,219 in the work, we had to solve 975,143,103 nearest neighbor search problems.
Thus, again, we need an efficient procedure for avoiding unnecessary evaluations.
Note here that the simple upper bound of Tc,

F@)n f@)] _ min(f(w), f©))
Telw:v) S Lax(Flw), f0) S max(f(w), 7(0))’

has the monotonically decreasing property given by

we can derive the following efficient method to solve Eq. (3) [4].

Proposition 7 (Efficient nearest neighbor search in terms of Tc).
1. Sort D so that |f(u1)| < |f(u2)| < - < |f(wp))l-
2. Compute |f(v)| and find i, satisfying |f(u;)] < |f(v)| < |f(uit1)|, by using a binary search.

3. Compute Tc(v,uj) for j =i+ 1,i+2,...,|D| and for j = i,i—1,i—2,...,1 in order so that b; := %
’ J

decreases monotonically. Let m; be the mazimum Tc in the computed values by the j-th step.

4. When mj > b; holds, terminate the search. The value bj is the decreasing upper bound of Tc(v,u;), thus m; > b;
means no larger Tc than current m; exist for further j. The pair @ that gives m; = Tc(v, @) is the nearest neighbor
to given v.
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