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Selecting Graph Cut Solutions via Global Graph Similarity
Canh Hao Nguyen, Nicolas Wicker, and Hiroshi Mamitsuka

Abstract— Graph cut is a common way of clustering nodes on similarity
graphs. As a clustering method, it does not give a unique solution
under usually used loss functions. We specifically show the problem in
similarity graph-based clustering setting that the resulting clusters might
be even disconnected. This is counter-intuitive as one wish to have good
clustering solutions in the sense that each cluster is well connected and
the clusters are balanced. The key property of good clustering solutions
is that the resulting graphs (after clustering) share large components
with the original ones. We wish to detect this case by deriving a graph
similarity measure that shows high similarity values to the original
graph for good clustering solutions. The similarity measure considers
global connectivities of graphs by treating graphs as distributions in
(potentially different) Euclidean spaces. The global graph comparison
is then turned into distribution comparison. Simulation shows that the
similarity measure could consistently distinguish different qualities of
clustering solution beyond what could be done with the usually used loss
functions of clustering algorithms.

Index Terms— Graph cut, graph embedding, graph similarity,
Hilbert–Schmidt information criterion.

I. INTRODUCTION

The problem is that clustering algorithms might produce many
solutions with the same optimality. The loss functions of clustering
algorithms might not be able to detect the bad solutions due to their
limitations. It is particularly the case in graph-based clustering [4],
[9], [10], [15], [21]. The loss functions are usually the cut quality
involving a small cut value (total weight cut) and the balance of
clusters. However, the gap is that the small cut value does not directly
lead to the well connectedness within clusters as desired. Detecting
a cluster being connected or not is computationally expensive to be
used as a loss function in clustering.

To simplify the discussion, we limit to the case of cutting a graph
into two clusters. We show the cases in which the optimal solutions,
if they were actually returned from the clustering algorithms, are
not unique. Hence, even if we suppose that the algorithms work as
desired, the solutions might have different qualities. For our problem
setting of graph-based clustering, an optimal solution of the problem
of finding two clusters might have disconnected clusters. Graph cut
methods in computer vision [2], [3], [8], [19], while having the
same objective of coherent clusters, require the clusters to follow
supervised information rather than only the balance of clusters in
graph cut-based clustering setting.

We wish to be able to select the good solutions from many equally
optimal solutions of graph cut, two-cluster clustering algorithms using
the usual criteria that clustering algorithms use. This is not supposed
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to be used to replace the clustering loss functions, but to address
the issue, which is failed to be accommodated by the graph cut loss
functions. Finally, we wish to find a criterion that, even though it
might be too expensive to be used as a clustering objective function,
should be more expressive to distinguish some bad solutions that are
failed to be recognized by the usual loss functions. A problem of
graph cut with spectral clustering was illustrated in [20]. However,
this brief does not give a single criterion to compare clustering
solutions. It is possible to use this criterion to multicluster clustering
problem. However, as one has to combine the criterion on more
clusters, like other criteria, it is harder to analyze why it should work
or fail.

The usual objective of clustering is to find clusters, which are
balanced in size and well connected within each cluster. Hence, a
good clustering solution, in terms of the objective function, should
have two large clusters that each shares many edges with the original
graph. On the other hand, a bad one might have clusters of uneven
sizes, and there might be disconnected clusters. As the former case
is cut with a smaller value in the sense of having a less number of
connected components, the resulting graph after cut is closer to the
original one than that of the latter case. To distinguish the two cases,
we need to design a graph comparison method that considers global
connectivities of graphs. Specifically, we need a similarity measure
that makes the former case more similar to the original graph than
the latter case is. This is a new graph similarity criterion that has not
been addressed before.

We formalize this requirement as the problem of comparing labeled
graphs with the same node set. The problem is stated as follows.
Graph Gi = (V, Ei ), ∀i = 1, 2, . . . with the node set V fixed. We
wish to be able to compare the graphs, such as a similarity function
between Gi and G j , considering global connectivities of the graphs.

There are many ways to compare graphs proposed in the literature.
Almost all of them are based on the parts of the graphs as features
for comparison. The examples include walks, paths [12], [16], and
subgraphs of the graphs [5]. The idea behind all these methods is
that the properties of a graph are determined by its parts separately.
Therefore, these methods do not reflect the topology of a graph as a
whole, such as connectivity. Another line of work is based on graph
edit distance [6]. However, in our special case of graphs with the
same node set, edit distance becomes the number of different edges.
The role of each edge is different for the global connectivity of the
whole graph (for example, some edges are bridges while others are
not). In this case, the difference of a bridge in the graph would be
more than other edges, while edit distance treats them all equally. We
wish to be able to incorporate graph connectivity into our comparison
as well. There are some other works using graph Laplacians [24] for
feature extractions.

In this brief, we first show the conditions in which the undesirable
solutions with disconnected clusters might be obtained in even the
optimal clustering solutions in graphs. We propose to use graph
Laplacians to compare graphs with the same node set to reflect its
global connectivity. As graph Laplacians allow embeddings of graphs
into Euclidean spaces, we instead compare the embeddings. Hence,
the method is called graph embedding-based graph comparison.
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We also show extensions of the comparison using eigendecomposi-
tions of the graph Laplacians. We show the properties of the compar-
ison to observe the importance of edges toward global connectivity of
the whole graph, which is different from edit distance where all the
edges have an equal weight. We provide some experiments to show
that our similarity measure of graphs can detect the good solutions
from the bad one in two-cluster clustering problem.

II. PROBLEM WITH GRAPH CUT-BASED CLUSTERING

It is commonly known that, even though the clustering algorithms
return the optimal solutions according to their loss functions, there
might be undesirable solutions. Following are some undesirable
properties of the solutions.

1) There are many different solutions. This is a result of the
nonconvexity of the loss functions.

2) For graph-based clustering, some clusters are not connected.

This section aims to provide the conditions in which the solutions
are not desirable. This is the problem we are trying to solve.

One of the common graph-based clustering algorithms is based on
graph cut [4] as follows. Given a graph G = (V, E), a graph cut
problem is to divide the set of nodes into two subsets that: 1) are
even in size or volume and 2) have a small number of edges between
the two subsets. Let X̄ denote the complement of any set X in V .
One looks for a cut (C, C̄) (C ⊂ V ) that minimizes the loss function

l(C, C̄) = cut(C, C̄)

min(s(C), s(C̄))
(1)

where s(·) could be the total degrees (volume) or total number of
nodes (size) of a set. The cut function in the numerator can be
instantiated as cut(C, C̄) = ∑

(i, j )∈E,Vi∈C,Vj∈C̄ wi j . In our setting,
we allow s to be any positive modular function (s(C∪D)+s(C∩D) =
s(C)+s(D), ∀C, D ⊆ V ). Examples of s include the commonly used
normalized Cheeger cut and ratio Cheeger cut. There are other loss
functions for graph-based clustering [10], [21]. These loss functions
have different drawbacks, such as favoring more unbalanced clusters
[4]. Further discussion is out of the scope of this brief.

The problem with graph cut for clustering using the above loss
functions is that the cut (C, C̄), which minimizes the loss functions l
might be disconnected. The following theorem shows the necessary
and sufficient conditions for this to happen.

Theorem 1: Suppose that (C, C̄) is a cut that minimizes the cost
function in (1). Suppose that the C-induced subgraph G′ of G is
disconnected, then the following conditions hold:

1) s(C) < s(C̄);
2) for D as any union of the nodes in any set of maximally

connected components of G′, then

l(C, C̄) = l(D, D̄).

Proof: Let D′ be the complement of D in G′, then
D ∪ D′ = C , D ∩ D′ = 0 and D̄ = C̄ ∪ D′. Because D is a
set of maximally connected components, D is not connected to D′
in G. Then

cut(C, C̄) = cut(D, D̄) + cut(D′, D̄′).

Proving the first condition by contradiction. Suppose that
min(s(C), s(C̄)) = s(C̄) < s(C), meaning that the larger cluster
is disconnected.

Without loss of generality, assume that s(D) ≥ s(D′). Then, there
are two cases. In both cases, we use the assumption that C minimizes
the loss function in (1).

Case 1: s(D) ≤ s(C̄) + s(D′), then

cut(C, C̄)

min(s(C), s(C̄))
≤ cut(D, D̄)

min(s(D), s(D̄))
= cut(D, D̄)

s(D)

cut(C, C̄)

min(s(C), s(C̄))
≤ cut(D′, D̄′)

min(s(D′), s(D̄′))
= cut(D′, D̄′)

s(D′) .

Then, using the weighted average of fractions, we have

cut(C, C̄)

min(s(C), s(C̄))
≤ cut(D, D̄) + cut(D′, D̄′)

s(D) + s(D′)

= cut(C, C̄)

s(C)

<
cut(C, C̄)

s(C̄)

= cut(C, C̄)

min(s(C), s(C̄))
.

This is a contradiction.
Case 2: by the definition of C , we have s(D) > s(C̄) + s(D′).

Then

cut(C, C̄)

min(s(C), s(C̄))
≤ cut(D, D̄)

min(s(D), s(D̄))

⇔ cut(D, D̄) + cut(D′, D̄′)
s(C̄)

≤ cut(D, D̄)

s(C̄) + s(D′)
.

As all components in the inequalities are nonnegative, the second
inequality does not hold, leading to a contradiction. Both cases lead
to contradictions. Hence, the larger cluster is not disconnected. The
first condition is proved.

Second condition:

min(s(C), s(C̄)) = s(C)

= s(D) + s(D′)
= min(s(D), s(D̄)) + min(s(D′), s(D̄′)).

Then

cut(C, C̄)

min(s(C), s(C̄))
≤ cut(D, D̄)

min(s(D), s(D̄))

cut(C, C̄)

min(s(C), s(C̄))
≤ cut(D′, D̄′)

min(s(D′), s(D̄′))
cut(C, C̄)

min(s(C), s(C̄))
≤ cut(D, D̄) + cut(D′, D̄′)

min(s(D), s(D̄)) + min(s(D′), s(D̄′))

= cut(C, C̄)

min(s(C), s(C̄))
.

This shows that all the three inequalities above must be equalities,
then

cut(C, C̄)

min(s(C), s(C̄))
= cut(D, D̄)

min(s(D), s(D̄))
.

The implication of the theorem is that, given any optimal graph
cut that produces a disconnected cluster, equally optimal solutions
can be obtained by cutting only some of the maximally connected
components of the disconnected cluster.

Theorem 1: Given (D, D̄) and (D′, D̄′) are two optimal solutions
of (1). If D ∩ D′ = ∅, cut(D, D′) = 0, and s(D)+s(D′) ≤ 1/2s(V ),
then (D ∪ D′, D̄ ∩ D̄′) is also an optimal solution of (1).
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Proof:

cut(D, D̄)

s(D)
= cut(D′, D̄′)

s(D′)

= cut(D, D̄) + cut(D′, D̄′)
s(D) + s(D′)

= cut(D ∪ D′, D̄ ∩ D̄′)
s(D ∪ D′) .

Thus, the combined cut (D ∪ D′, D̄ ∩ D̄′) is also optimal.
This theorem gives a way to combine the optimal solutions to make

new solutions without losing its optimality. It also shows that it is
possible to obtain the optimal solutions with a disconnected cluster.

We conclude that the type of loss functions as in (1) cannot
guarantee the well connectedness of clusters. We aim to fix this case.

III. GRAPH EMBEDDING-BASED GRAPH COMPARISON

To consider graph connectivity, we use the embeddings of graphs
that reflect their global connectivities. We propose to embed the
graphs into Euclidean spaces and compare them. We use graph
Laplacians [7] for embedding and Hilbert–Schmidt information cri-
terion (HSIC) [13] for graph comparison. We first review the HSIC
to be used later in our similarity measure of graphs. We then propose
our graph embedding-based similarity measure (ges), its equivalent
formulation and its extensions.

A. HSIC

HSIC is a measure of statistical independence between the
two random variables. Let x be a random variable in the
domain X and z is another random variable in Z. Let F and
G be the feature spaces on X and Z with kernels k : X × X → R

and l : Z×Z → R, respectively. Drawing samples (x, z) and (x ′, z′)
from a joint probability distribution p(x,z), then HSIC is computed
via kernel functions as

HSIC(p(x,z),F,G) = Ex,x ′,z,z′ [k(x, x ′)l(z, z′)]
+Ex,x ′ [k(x, x ′)]Ez,z′ [kz,z′ ]
−2Ex,z

[
Ex ′ [k(x, x ′)]Ez′ [k(z, z′)]]. (2)

Empirical estimation of HSIC is as follows:

HSIC(p(x,z),F,G) = 1

(n − 1)2 trace(KHLH) (3)

where H is the centering matrix.
Considering the nodes of a graph in its embedded space

as a set of samples of a random variable. Specifically,
K1 is a kernel for a sample of a random variable, and K2 is a kernel
for a sample for another variable. HSIC between the two variables,
intuitively the correlation information between the two embeddings
of the same node set, can be computed as

HSIC(G1, G2)
def= HSIC(p(K1,K2))

= 1

(n − 1)2 trace(K1K2).

(Ki are already centered as a property of eigenvectors of graph
Laplacians).

B. Graph Embedding-Based Graph Comparison

To reflect the global connectivities of graphs, we use graph
Laplacians. The procedure has two steps as follows.

Step 1 (Graph Embedding): We use graph Laplacians to embed
nodes of a graph into an Euclidean space. There are many ways to

embed nodes for different purposes of learning methods on the nodes
[22]. For the moment, we just use the inverse of graph Laplacian as
the kernel for the node set

Ki = L−1
i . (4)

Step 2 (Graph Comparison): The kernel encodes a sampling
distribution; hence the problem of comparing graphs becomes the
problem of comparing distributions. We specifically use HSIC as a
similarity measure (to be specific, a kernel) between the distributions.
We define our graph embedding-based graph comparison with the
following similarity measure.

Definition 1: The similarity of two graphs ges is defined to be

ges(G1, G2)
def= (n − 1)2 · HSIC(K1, K2)

= trace(K1K2). (5)
For HSIC being a kernel between the distributions, our similarity

measure is also a kernel (a similarity measure) between the graphs.
Other similarity measures or dissimilarity measures such as Euclidean
distance between the graphs can be constructed on the top of this
kernel as usual.

Similarly, the distance between the two graphs can be defined based
on ges(G1, G2), called graph embedding-based distance (ged), as

ged(G, G′) = √
ges(G, G)+ges(G′, G′) − 2ges(G, G′). (6)

C. Spectral Computation and Extensions

It is known that there are many ways of defining kernels from graph
Laplacians by spectral transforms. We show that for all the kernels
obtained by spectral transforms, there is a formulation to compute
the graph similarity measure using eigenvalues and eigenvectors of
the graph Laplacians, as in [23]. Moreover, the formulation allows
natural extensions of the similarity measure that are not available
from the distribution comparisons.

Suppose that the graph Laplacians are eigendecomposed
as L1 = U D(λ)U T and L2 = V D(μ)V T , in which
D(x) denotes a diagonal matrix with diagonal entries are the
vector x . It is known that there are many kernels built on graph Lapla-
cian with spectral transform g(λ), then K1 = U D(g(λ))U T [22]. For
example, the kernels K1, K2 as in (4), g(λ) = 1/λ (for λ > 0, and
g(0) = 0).

Theorem 2: Suppose that the two graphs G1 and G2 define a
joint distribution of nodes, denoted as p(G1, G2), then the similarity
defined in (5), as a HSIC between the two distributions defined by K1
and K2, is computed with their eigenvalues (λi , μ j ) and eigenvectors
(ui , v j ) as follows:

ges(G1, G2) =
n∑

i, j=1

g(λi ) · < ui , v j >2 ·g(μ j ). (7)

Proof:

ges(G1, G2) = trace(K1K2)

= trace
{
U D(g(λ))U T · V D(g(μ))V T }

= trace
{

D(
√

g(λ))U T · V D(g(μ))V T ·
U D(

√
g(λ))

}

= trace
{

D(
√

g(λ))U T V D(
√

g(μ)) ·
D(

√
g(μ))V T U D(

√
g(λ))

}

= trace
{

D(
√

g(λ))U T V D(
√

g(μ)) ·
[D(

√
g(λ))U T V D(

√
g(μ))]T }

. (8)

Let M = D(
√

g(λ))U T V D(
√

g(μ)), then Mij =√
g(λi )u

T
i v j

√
g(μ j ). Note that trace(M MT ) = ∑

i, j M2
i j ,
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then

ges(G1, G2) = trace(K1K2)

= trace(M MT )

=
n∑

i j

g(λi )· < ui , v j >2 ·g(μ j ). (9)

This completes the proof.
Note that the graph Laplacian-based comparison has the form

ges(G1, G2) =
n∑

i, j=1

f (λi , μ j ) < ui , v j >2 (10)

with f (λi , μ j ) = g(λi )g(μ j ). This allows extensions of the compar-
ison by any other function f instead of g(λi )g(μ j ). Some examples,
as in [23] are:

1) f (λi , μ j ) = Breg(g(λ), g(μ)), where Breg means
Bregman divergence [1] between the two vectors. In this
case, the comparisons are also Bregman divergences;

2) f (λi , μ j ) = s(g(λ), g(μ)), where s denotes any similarity
measure such as correlation.

IV. EDGE WEIGHTING PROPERTY

We show how the similarity measure gives different weights to
different edges in a graph to reflect its importance to connectivity of
the graph, as opposed to edit distance.

Proposition 1: Edit distance between the two graphs G and G1 is
the number of different edges between the two graphs.

Given a graph G = (V, E), we remove one edge, namely Ekl from
G to become G1 = (V, E1). The similarity measure ges(G, G1) is
different from edit distance that edges give different weights. In other
words, some edges are more important than others, according to their
roles in the graph’s connectivity.

Theorem 3: The similarity function ges(G, G1), as well as the
kernel for the new graph, are all dependent on (functions of) the
edge.

Proof: We demonstrate by graphs with one edge differ-
ence. We show that the similarity measure ges(G, G1) and
K1 are dependent on the edge, as opposed to edit distance, which is
independent of edge, which was removed.

Let e ∈ R
n denote a vector with ek = 1 and el = −1, where

the remaining coordinates are 0. From the way graph Laplacians are
constructed, we have

L = L1 + e · eT .

We prove here the results for connected graphs. Results for
nonconnected graphs can be considered by decomposing the graph
into the connected subgraphs and merging the results. Once the graph
G is connected, its Laplacian L is of rank n − 1. Note that the null
space of L is spanned by the vector o = {1, · · · 1}T ∈ R

n , meaning
that any vector x ∈ R

n that xT o = 0 is in the range of L (for any
graph L only).

Denote: J ∈ R
n×n is a matrix of all 1 as in [14], then J = ooT .

Therefore

(I − L L−1)(−e) = 1

n
J (−e) = − 1

n
ooT e = 0.

This is the vector denoted as u in [18].
From [18] (theorem 5), we want to find the update of pseudoin-

verse1 of L1.

1x−1 also denotes the pseudoinverse of a matrix x as well, where
appropriate.

Denote β = 1 − eT L−1e. Then, ignoring the component with u
in this brief.

Case 1: β �= 0

L−1
1 = (L − e × eT )−1

= L−1 + L−1eeT L−1

1 − eT L−1e
.

Hence, the amount of update from the inverse of the original graph
Laplacian is

L−1eeT L−1

1 − eT L−1e
.

The denominator β means the ratio of the number of spanning trees
in the graph that pass through e to the total number of spanning trees.
β �= 0 means that removing the edge e does not disconnect the graph.
In other words, e is not a bridge. β = 0 means e is a bridge. 1−β is
also known as the resistance distance in electronic circuit or chemistry
[17], or Euclidean commute time distance in social networks [11].

Case 2: β = 0, using theorem 6 in [18]. Let q = |L−1e|
L−1

1 = (L − e × eT )−1

= L−1 − 1

q
L−1e(L−1e)T L−1 − 1

q
L−1(eT L−1)T eT L−1

+ 1

q2 ((L−1e)T L−1(eT L−1)T )L−1eeT L−1

= L−1−L−1
(

1

q
eeT L−1+ 1

q
L−1eeT− eT L−3e

q2 eeT
)

L−1.

Hence, the amount of update from the inverse of the original graph
Laplacian is

− 1

q
L−1

(

eeT L−1 + L−1eeT − eT L−3e

q
eeT

)

L−1.

Both cases prove that, the similarity between the original and a
new graph (by removing one edge) is a function depending on the
edge itself. This is totally different from the edit distance in which
the importance of an edge in graph connectivity is not detected.

V. EXPERIMENT

As in Section II, the problem with graph cuts is that the loss
functions only concern two criteria: the total amount of weight cut
and the balance of the clusters. One of the purposes of graph cut-
based clustering is to have highly connected clusters; it makes sense
to require all nodes in the same cluster to connect to each other.
However, this condition is not reflected in the loss functions in (1).

We show by simulation that our similarity measure or distance can
reflect whether the clusters are connected or not among clustering
solutions of the same loss function. It is the case that graph cut
algorithms may find many possible optimal solutions with respect
to the loss function but, intuitively, some solutions make more sense
than others. The simulation graph is shown in Fig. 1 (the first graph).
The graph is designed based on the result of the previous sections.

The simulation shows different graph cuts, which are all optimal
[for ratio cut loss function, an instantiation of (1)]. The graph is cut
by red slides, producing disconnected clusters, resulting in graph G′
(the second graph). Graph is cut by blue dotted slides, producing
connected clusters, resulting in graph G∗ (the third graph).

According to the previous section, they are equally optimal cuts,
so as the cuts by any single red slide. This makes it impossible for
the loss function to determine whether the cut results in disconnected
clusters or not.
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Fig. 1. Simulation graph: each round-shaped area A, B, C, or D is a clique
with all edges of weight 1. All the edges between cliques: A-B, C-B with
weight w, B-C with weight 2w. The second graph is the resulting graph cut
by red slides (G ′). The last graph is the one cut by the blue dotted slide (G∗).

TABLE I
COMPARING DISTANCES d1 VERSUS d2 AND SIMILARITY VALUES s1

VERSUS s2. IT SHOWS THAT GRAPH G∗ IS USUALLY MORE

SIMILAR TO G THAN G ′ IS

Fig. 2. Normalized cut losses versus the ged distances of many clustering
solutions with small losses.

We compare distances with the original graph: d1 = ged(G, G′)
and d2 = ged(G, G∗). We also show the similarities between the new
graphs to the original one: s1 = ges(G, G′) and s2 = ges(G, G∗).
The similarities and distances are shown in Table I.

We observed that the distance of G′ to G is always greater than
that of G∗ to G, i.e., d1 > d2. Likewise, the similarity of G′ to G
is always smaller than that of G∗ to G, i.e., s1 < s2. Hence, graphs
G∗ are consistently more similar to G than G′ to G. It means that
the graphs with disconnected clusters are farther than the graphs with
connected clusters. This shows that as the graphs G∗ have connected
clusters, they tend to be more similar to the original graph G. We
conclude that our similarity measure and its induced distance can
detect the good clustering solutions while the loss functions in (1)
cannot.

We also show the effectiveness of the ged distance on a real
network of Zachary’s karate club2 in Fig. 2. We show the distance
against the normalized cut loss function for different clustering

2www-personal.umich.edu/∼mejn/netdata/

solutions having the loss functions close to the optimal one. We found
that for all the solutions having a similar graph cut loss’s values, the
ones with the smallest ged values are usually the ones with connected
clusters. This means that, for solutions with loss functions close to
optimal ones, we can also rely on the distance to select connected
solutions. This result extends the optimal solutions selection in the
above simulation to a real world case.

VI. CONCLUSION

We studied the problem of clustering on graphs by graph cuts.
We showed the conditions that make the clusters not well connected.
We proposed to detect these cases by comparing the resulting
graphs after cut with the original graph using a graph similarity
measure considering global graph connectivity. We proposed the
graph embedding-based graph comparison that first embeds graphs
into Euclidean spaces and then compares the embeddings in the
spaces. We showed that the comparison does consider the global
connectivities of graphs, as opposed to edit distance. It was confirmed
by our experiments that the similarity and distance measure can
consistently distinguish between the clustering solutions with discon-
nected clusters and the ones without disconnected clusters. Studying
more on the relationship between the types of global connectivity
and the ways of embedding would be interesting future work. Our
methods also can be applied to other scenarios such as comparing
biological networks for phylogenetic tree construction.
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