
Index

L1 norm, 56, 131
L2 norm, 81, 91, 174, 182, 187, 190, 192,

200, 202, 205, 207, 208, 211,
213, 214

Lp norm, 54, 56, 65, 69, 80, 91
χ2 statistic, 121
1st-order Markov model, see Markov

model
1st-order Markov property, see Markov

property
4c, 18
4p, see marketing mix

active learning, see query learning
adjacency matrix, 63, 99, 123, 127, 185,

187, 189, 202, 210, 211, 213,
214

biclustering, 138, 139, 165, 195, 197–
199

biconvex problem, 69, 95, 142, 175, 186,
191, 202, 211

bimatrix factorization, 141
bootstrapping, 148
brand concept, 34
brand equity, 44
brand positioning map, see positioning

map
branding, 44

canonical correlation analysis (CCA), 181
churn rate, 40
class imbalanceness, 147
cluster assignment matrix, 60, 61
clustering, 14, 49, 51, 59, 66, 70, 72, 88,

195
collaborative filtering, 1, 136

collaborative matrix factorization, 176,
178, 180, 181, 190, 191, 193,
199, 200, 202, 204, 206, 207,
209, 210, 212–214

communication channels, 45
complete graph, 153
computational linguistics, 9
concentrated (niche) marketing, 24
connected subgraph, 11
constrained K-means clustering, 49, 59,

60, 67, 80, 81, 88, 91, 93, 98,
99, 125, 137, 144, 164, 172, 188,
196, 198

content-based filtering, 136, 168, 194
conversion rate, 42
core competence, 20
corporate society relationships (CSR),

17
correspondence analysis (CA), 121
cross-validation, 91
customer churn analysis, 146, 147
customer journey mapping, see market-

ing funnel
customer lifetime value (CLV), 40, 146
customer loyalty, 35, 146
customer loyalty satisfaction, 39, 146
customer relationship

management (CRM), 35, 135,
152

customer satisfaction, 16–18
customer segment ideal point (CSIP),

31, 115, 116, 128
customer segmentation, 19
customer value triad, 18
customized marketing, see one-to-one

marketing



INDEX 224

data integrative learning, 50, 68, 80, 81,
165, 169, 170, 173, 175, 187,
194, 197

data sparsity, 8, 15, 135, 140, 141
different error costs (DEC), 152
differentiated (segmented) marketing, 24
dimensionality reduction, see feature gen-

eration
directed graph, 154
discounted cumulative gain (DCG), 113
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segment evaluation, 23, 101
segment external evaluation, 104
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segment selection, 24
semisupervised classification, 65
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social network, 12, 13, 49
sparse learning, 56, 79, 96, 130, 164
sparse model, see sparse learning
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speech recognition, 9
squared distance, 60, 80, 98, 100
squared error, see squared distance
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string, 8
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supervised learning, 14, 52
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triconvex problem, 176
trimatrix factorization, 141
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user-generated content, 2
user-item matrix, 15, 137, 140, 194

variance, 60
vector, 7
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